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Abstract

The premise behind this research project is to aid programmers in writing more secure software systems. It does that by examining the distribution and the usage of some unsafe functions that are known to introduce security vulnerabilities to the software systems written in C/C++. This work extends prior research led by two of the current authors and aims at improving the accuracy and the practicality of the prior work (e.g., improving the vulnerability mechanism and identifying the potential false positives). With the proposed approach, software developers can integrate their software repositories with our solution through GitHub webhooks. Using this technique, our analysis tool will be automatically invoked each time a change is committed to the repository with instant and more accurate feedback. Additionally, integrating GitHub eliminates the need to create an account to conduct the system analysis making the tool easy to use. Future improvements are also discussed.


1. Introduction

The Proliferation of Cloud Services, distributed computing resources, and today’s internet speed and quality, a substantial number of software systems are being designed and developed as Open Source Systems (OSS). This open development approach has gained widespread acceptance in the computing communities from both academia and industry. As those systems are present in most of the today’s computers and devices (including mobile and small-scale devices) one of the cores aspects that will be used to determine the reliability and the quality, as well as the success of those systems is security. That is, the security standards used when developing the open source software is a core concept and real concern for the end users and institutions who plan to use these open source systems, fully or partially, as one of their business components that plays a major role in their business operations and processes [1-3].

This project concerns some of the aspects and techniques that can help the community build better software systems, especially the open source systems that are typically built and developed by programmers from different computing backgrounds and with a diverse level of skill and proficiency when it comes to software engineering practices and security standards. The objective of this research project is to better the world of software engineering by aiding programmers in the development cycle. Our team is in the process of solidifying an algorithm that helps define what constitutes the safety of a function. By bringing to light unsafe function calls within a program we can help developers create code that is both efficient and secure. We have chosen to tackle the behemoth amidst the unsafe functions which is the unsafe functions that are due to memory issues. Memory allocation is an integral part for both software and hardware optimization.

The premise behind this research project is to aid programmers in writing and developing code that is more secure. It does that by examining the distribution and the usage of some unsafe functions, and their alternatives, that are known to introduce security vulnerabilities in software systems written in C/C++. This project has been worked on previously by another group of software engineering students who have published initial findings in the IEEE EIT [1]. But the scope was broad and did not focus on one aspect of the research. Our team has determined the process that needs to be taken and narrowed the scope in a way that makes the objective clear and feasible. Our effort is a work in progress that will lay the ground for the phase 2 of the project that will be worked on during the summer of 2019. The project is now setup to expands on the previous work by identifying false positives. A percentage of the functions that are flagged as unsafe are categorized so due to the lack of context checking.

The algorithm will be enhanced to search the context by looking for tags of unsafe functions and then once they are found they are stored into an object. After the object variables have been allocated, they are then sized checked if they are memory-dependent functions. We then check the unsafe function objects and see if the user allocates memory in an appropriate manor. Once the test for unsafe functions is done with one segment it deletes the variables so that it may proceed to another segment and implement the
algorithm on it. The project will also require better integration the solution with GitHub. Now a repository owner on GitHub can integrate the repository with our solution through GitHub webhooks. Using this approach, the algorithm will be automatically invoked each time a change is committed to the repository. This way a feedback is immediately provided to the developer about the usage of unsafe functions.

The current framework of the project requires the users to create an account to run the analysis on their code, but with our GitHub integration that step will be eliminated. Our future plans revolve around eradicating the need of users creating accounts and allowing them to run the algorithm on cloud-based source for ease of access.

The first few steps of tackling the logic in this projects is to solve the false positives for the unsafe functions such as memcpy(), wcsncpy(), and various other functions that can cause a security leak in the program caused by an over flow of a value. These methods often through many false positives because although the use of them can lead to memory overflow, logic is often used in the code to prevent this from happening. The purpose of working with the GitHub API is to find a solution to how to automatically notify the Safe Functions program that changes were made to a GitHub repository. This would allow GitHub users to get automatic updates on how optimized their code is to prevent unsafe procedures.

2. Related Works

In both general and special purpose computing, especially open source versions, security has become an integral part of every stage of software design and development. The quality and reliability of software systems depend on many important and core aspects paired with the design and development process. For example, developers’ expertise and dedication to write a robust, high quality, and secure software that meets the end user expectations, plays a major role in the success of the software in the market [6, 7, 9]. However, not all programmers of open source software systems have the aforementioned experience and dedication. Consequently, software systems that are developed by inexperienced programmers (from software engineering, quality, and security perspectives) need to be always evaluated and tested against any potential risks. One form of those expected risks is the usage of insecure and vulnerable functions and code constructs. These functions are known to increase the threat of malicious attacks against the software, if exploited by hackers.

Most of the previous research on this topic has focused on identifying some of the security concerns related to the detection and definition of the vulnerable functions. Some other studies have been conducted on the data privacy within different levels. However, with the best of our knowledge, no study has addressed the usage or the prevalence and the evolution of vulnerable code in open source software systems that are developed in C/C++,
from software engineering perspective on the source code level the way it is approached by our team with the methodologies used in our prior and current studies.

One relevant study and research we like to share in this paper is conducted by Jovanovic et al. in [10]. In their project, they have proposed a new vulnerability prediction approach based on the CERTC Secure Coding Standard. Their proposed approach has focused on the prediction, accuracy, and cost-effectiveness, and showed that their technique was able to potentially improve the accuracy of vulnerability prediction. However, the study did not reveal any historical trends or the recent status of the tested systems. It also did not show how the existing systems in the market do regarding using vulnerable code, and the trend of the usage of risky vulnerable overtime.

There are other projects in development similar to this one, however, these projects often times provide raw statistics or do not have a clean interface to interact with. That is where our project separates itself from the rest. Our project consists of a nice, clean, easy-to-use interface with no command-line arguments to remember. The application has been divided into separate tabs, or windows, to give clear lines of separation between its abilities and the data provided. Any data the user wishes to view is presented in clean, easy to understand graphs. This limits our ability to convey all information at once, but we believe that the easier to use format will be more beneficial.

3. Methodology

The approach that our research team has taken to pinpoint unsafe functions is a three-step process.

1) Convert the code to an XML representation that is in a readable format for the algorithm.
2) Runs the analyzer on the XML representation of the code so it pinpoints all the unsafe functions.
3) Determine whether the called unsafe function needs to be replaced or if there is a way to implement it safely.

The list of unsafe functions comes from different sources such as Microsoft. We have based our judgement of a function’s safety on its existence on the list of unsafe function.

Upon examining the scope of how many unsafe functions are present our team decided to pinpoint the functions that were related with memory issues due to the amount of damage that these methods can inflict. Our team utilizes the SDL (Security Development Lifecycle) banned functions to become aware to the threats that a programmer can face when programming functions unsafely. The largest threat amidst all of the functions are the ones that are memory related due to the fact that they not only can allow software to misbehave, but they also can cause hardware to malfunction due to memory leaks. We are deciding to convert the C++ code into XML using srcML [2] to make it easier to work with. With the code converted for us we can use the XML tags to find when a variable is created and track every variable. Not only can we use the XML tags to track the variables created, but also
how much space the program allots for each variable and what methods the program uses each variable in, and what methods are used on each variable. These uses of XML tags will allow us to see when the program uses an unsafe function and what variables the program runs through the function in order for us to determine if the unsafe function is used in safe way.

A second component of the app is the full integration with GitHub repositories. The GitHub component of the app acts on its own, via GitHub’s API. By using the API we are able to monitor when commits happen on a repository. By using the our application we can receive webhooks [3]. Webhooks allows us to set up an integration between GitHub and our test application. When one of the events that we monitor using the API it sends a HTTP POST payload via the webhook to the preconfigured URL. We use Node.js [4] for the test application to receive the webhooks. Inside the test application the code needed to have event handling to address what happens when the webhooks are sent to the url.

### 3.1 Finding the unsafe functions that are a priority

Memory allocation is crucial for software to function as intended, for this very reason we chose to prioritize the function search of the next phase of the project solely to the memory related functions. In the future we do intend on pursuing the resolution of other unsafe functions, but at the meantime we would like to ensure that the memory related functions are caught and dealt with accordingly due to how much of a liability they can be to programmers.

### 3.2 Methodology of pinpointing false positives within code

We are planning on converting the C++ code into xml using srcML to get the code into a usable format. Once the code has been converted into XML using srcML we can use java’s DocumentBuilderFactory class to parse the XML into a node tree. From there we will be able to traverse through the tree seeing what logic the developer has performed on the arguments for the unsafe functions needed in order to use the functions safely. This check for logic in their code is necessary to remove false positives from being recorded where a normal unsafe function is used with logic that makes it safe.

### 3.3 Creation of GitHub app and relevance to project unsafe functions

To get the GitHub app working there are some prerequisites that needed to be completed. Sme [5] needed to be created, the cloud based Smee service receives payloads and then sends them to the smee client running locally on our application application. This allows us to have a place to send the webhook data. After the Smee service is set up correctly then the GitHub is registered with the URL that is created from Smee so that the webhooks have a URL to send the webhooks. From there the runtime environment needed
to be setup, getting the GitHub API keys connected to the test application. The test application was originally coded in Ruby, but will be changed to Node.js to make a more streamlined process with the rest of the project. We had to adjust settings on the GitHub app permissions. This is where we allowed the app to scan for issues which allowed us to see commits made to the repository where the app was installed. Once the code and the all the software were working together, we installed the GitHub Safe Functions app into a test repository. Whenever a commit was made to the test repository it sent a webhook to our test application running on Smee and the application display a message saying that the webhook was received.

4. Future Work

   Project Safe Functions intends on expanding the scope to pursue other software vulnerabilities and unsafe functions. Our team currently wants to make sure that all memory vulnerabilities are dealt with accordingly. The first phase was identifying the usage of the unsafe functions in public source code repositories. Next is to identify the safe usage of unsafe functions. Such cases will be removed from the list of unsafe functions usage. The teams also is planning on integrating the GitHub app solution into this project of detecting unsafe functions so users can be notified of the presence of unsafe functions within their code via the embedded webhooks.

5. Conclusion

   In conclusion project Safe Functions is evolving into the project we want it to be, and that is the pursuit for better and more efficient programming. Our team will expand and evolve the project to put in a good place for future additions and optimizations.
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